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Abstract. The article is devoted to studying verbalization specifics of various emotional states in the texts in
the Russian language with the purpose to confirm or refute the hypothesis that texts of different emotional classes
reflect the denotative situation not identically, which is reflected in thematic specifics and lexical content. The research
material consisted of eight corpus texts in the Russian language, which were extracted from the public pages of the
social network VKontakte. The texts were selected according to emotional hashtags that corresponded to eight
basic emotions, according to H. Lévheim’s model: anger, surprise, shame, enjoyment, disgust, distress, excitement,
fear. The correspondence of emotion and hashtag was established in a preliminary psycholinguistic experiment.
While analyzing the text collection, we used the method of computer thematic modeling to identify statistically non-
random groups of words (topics). We applied the BERTopic neural network model to the collected data. As a result
of the analysis, it was found that texts of 8 emotional classes contain an uneven number of topics, despite the fact
that their number does not correlate directly with the amount of data: with a relatively small amount of data, there
may be many topics, but in a voluminous corpus — few. The sets of words (tokens) that make up each non-random
group (topic) differ in each subcorpora, reflecting the specifics of the denotative situation, which is formed under
the influence of the emotional state of the speaker. The idea of diverse thematic “granularity” of texts of different
emotional classes is theoretically justified.

Key words: emotions, denotative situation, topic modeling, social network texts, Russian language.

Citation. Kolmogorova A.V., Sun Qiuhua. Texts of Different Emotional Classes and Their Topic Modeling.
Vestnik Volgogradskogo gosudarstvennogo universiteta. Seriya 2. Yazykoznanie [Science Journal of Volgograd
State University. Linguistics], 2024, vol. 23, no. 5, pp. 60-71. DOI: https://doi.org/10.15688/jvolsu2.2024.5.5

YIK 811.161.1:159.942 Harta nocrymienus ctateu: 09.05.2024
BbbK 81.411.2-51 Hara npunsarus crateu: 20.08.2024

TEMATUYECKOE MOAEJIUPOBAHUE TEKCTOB
PABHBIX DMOLMUOHAJIBHBIX KJIACCOB'!

Anacracust Baragumuposua Koamoroposa

HarroHamsHbIH HCCIENOBATEIBCKUM YHUBEPCUTET «BhICIas mkoina 3KoHOMHK», T. CaHkT-I1letepOypr, Poccust

Hoxya Cynp

XoUITyH/I35IHCKUN YHUBEPCUTET, T. Xapouh, Kuraii

AHHOTaIII/Iﬂ. Cratbs IOCBsIICHA HpO6J’IeMe Bep6an1/13au1/11/1 Pa3JIMYHBIX SMOIIUOHAJIBHBIX COCTOSIHUI B TEK-
CTax Ha PYCCKOM S3bIKE. I_[e.]'[]) pa60TI)I — HOATBCPANUTD WJIM OITPOBEPTHYTH TMIIOTE3Y O TOM, YTO TEKCTHI Pa3HbIX
OMOIHMOHAJBHBIX KJIACCOB HCOANMHAKOBO OTPaXaroT JCHOTATUBHYIO CUTyallul0, UMCIOT TEMAaTUYCCKYIO CHeHH(bH-
Ky 1 HC WACHTUYHOC JICKCUYCCKOC HAIIOJTHCHHC. MaTepI/IaJ'I HCCIICA0OBaHUA COCTAaBHUIIN BOCEMbB IMOJAKOPITYCOB TCK-
CTOB Ha pYCCKOM A3BIKE, KOTOPbIC OBLIIN U3BIICYECHBI U3 TTa0JINKOB COHHaJ’[LHOﬁ cetn BKonrakre. TekcThl 0T06paHI)I
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IT0 SMOIIMOHAJIEHBIM X3IITeraM, KOTOPBIE COOTBETCTBYIOT BOCBMH 0a30BBIM 3MOIIHSM, coriacHo Mozenu I JIEBxeii-
Ma: 3J10CTh, YIUBJICHUE, CTHI], PaJIOCTh, OTBpPALEHHUE, IIedallb, BOOAYIIEBICHUE, YHIKeHHE. COOTBETCTBHE IMOLIUH
1 X3IIITera ObLIO YCTAHOBJICHO B IIPEABAPUTEIIFHOM IICUXOIMHI BUCTUYCCKOM 3KCIiepuMenTe. [ aHam3a TeKCTo-
BO¥ KOJUICKIMU HCTIOh30BaJIaCh TEXHHUKA BBIICIICHHS CTATHCTHUCCKH HECTyJaHHbIX TPYIII CJIOB (TEM) IPH ITOMOIIU
KOMITBIOTEPHOTO aJrOPUTMa — METON KOMITBIOTEPHOTO TEMaTHUUECKOro MoaenupoBanus. K coOpaHHBIM JaHHBIM
pUMeHeHa HelipoceteBas Moaenb BERTopic. B pe3ynsrare aHain3a ObL10 BBISIBICHO, YTO TEKCTHI Pa3HBIX YMOITHO-
HaJIbHBIX KJIACCOB COMEPKAT HEOJUHAKOBOE KOMTMYECTBO TE€M, IIPH TOM, UYTO UX YUCIIO HE KOPPEIUPYET HETIOCPE/-
CTBEHHO ¢ 00bEMOM JJAHHBIX: IIPH CPABHUTEIIBHO HEOOIBIIIOM 00heME TAHHBIX MOXKET OBITh MHOTO TEM, a B 00bEM-
HOM Kopmyce — Mayio. HabopsI ClT0B (TOKEHOB), COCTABHBINNX KaXKIYIO HECIYIaWHYIO TPy (TEMY), OTIHYAOTCS
IO TIOMKOPITyCaM, OTpaXkas CICIU(PHUKY ACHOTATUBHOMN CUTYyaIly, GOPMUPYIONITYIOCS MO BANSHHEM 3MOIHMOHAIb-
HOTO COCTOSTHHSI TOBOPSIIET0. Teoperndyeckoe 00OCHOBaHME MONy4aeT Uies O Crelr(pUUecKoil TeMaTHIeCcKon
«TPaHYSIPHOCTUY, XapaKTEPHOH JIJIsl TEKCTOB PA3HBIX AIMOIIMOHATBHBIX KIIaCCOB.

KutioueBble €Jj10Ba: YMOIUH, IEHOTATUBHAS CUTYAIHs], TEMAaTHUECKOE MOJIETUPOBAHKE, TEKCTHI B COITUATBHBIX
CeTSIX, PYCCKUH SI3BIK.

HutupoBanue. Kommoroposa A. B., Cyns [ioxya. Tematuueckoe MoAeTupOBaHNE TEKCTOB PA3HBIX IMOITHO-
HaJIbHBIX KitaccoB // BectHuk Bonrorpasnckoro rocynapcrsenHoro yauBepcutera. Cepus 2, SI3pikozHanue. — 2024. —
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Introduction

This publication is devoted to the problem
of emotional analysis of text data. We formulate
the research question as follows: is there a stable
correlation between the topics that receive formal
expression in words with high statistical
significance for the text, and the emotion that the
author of the text seeks to express? The search
for an answer to this question lies in three
overlapping subject areas: psycholinguistics,
textology, and automatic text processing. In the
latter, there is great interest in the use of topic
modeling models. The topic modeling of a
collection of textual documents determines which
topics each document belongs to and which words
form each topic. To do this, each topic is described
by a discrete probability distribution of words, and
each document is described by a discrete
probability distribution of topics. Essentially, this
model performs a soft clustering of documents.
In this paper we consider the results of applying
the BERTopic model to topic modeling of texts
retrieved from the VKontakte “Overheard” public
group and published under different emotional
hashtags, which were then correlated with eight
classes of emotion, according to H. L&vheim’s
emotion model [Lovheim, 2012].

Related papers

It should be said that emotion analysis of texts
is an increasingly popular research branch of the
affective computing paradigm [Picard, 1997], which
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seeks to solve such problems as detecting different
emotions expressed by humans in texts and classifying
texts according to the leading emotion criterion [Blei,
Ng, Jordan, 2003; Hakak etal., 2017; Lietal., 2007].

To solve both of the above tasks, expert
linguistic attempts have been repeatedly made to
identify some verbal and paraverbal markers of
texts of a particular emotional class in order to use
them as parameters fed to machine learning models
as input [Kolmogorova, Kalinin, Malikova, 2019].

On the other hand, there is a well-
established tradition in textual studies of identifying
the emotional and semantic dominant of a text
which is understood as a certain attitude,
the center of interest, and therefore a certain
position in all kinds of human verbal and averbal
life [Shakhovsky, 2010, p. 41].

Based on the consideration of this dominant,
attempts were made to psycholinguistically
typologize texts into light, sad, funny, active, simple
(cruel), beautiful, tired, complex and mixed
[Belyanin, 2000]. It is established that for each of
these types it is possible to identify a specific range
of topics, a list of predicates. For example, on the
material of dialect texts Y.V. Kositsina revealed
that in the sad texts the external location prevails
over the internal. Moreover, such texts are marked
by the topics of the vicissitudes of fate and family,
the sense of the inevitability of death,
defenselessness of man before the laws of
existence, the opposition of thematic spaces of
past and present, the presence of words containing
semantic components “solitude”, “blindness”,
“gravity” [Kositsina, 2013].
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Similarly, but using a neural network,
we attempted to determine the groups of words
that are most likely characteristic to the texts
published by users of the social network VKontakte
under the emotional hashtags corresponding to a
particular emotion. By default, we suppose that
such statistically significant words are topic cues
that anchor main text themes.

Materials and methods

The research data consisted of eight sub-
corpora of texts from VKontakte. Their volume
and the hashtags used to extract the text data are
presented in Table. Each subcorpus is named
according to the emotion with which it is
associated.

We emphasize that the adequacy of the
correlation between hashtags and emotional
classes was tested experimentally in a group of
35 students, who in two experimental series were
asked to correlate texts and emotional classes
(160 texts were presented). We then calculated
the percentage of the texts with certain hashtags
that fell into a sample of one class or another.
Thus, if more than 80% of the texts presented in
the sample with a hashtag were associated by
the informants with a particular emotion,
the hashtag was considered reliable; if less than
80%, the hashtag was discarded.

As the main method, we used topic
modeling by the BERTopic model, which, as
research shows, is significantly superior in a
number of parameters to the well-known model
based on Latent Dirichlet Allocation [Sia, Dalmia,
Mielke, 2020].

BERTopic generates “topics” in three stages:
first, each document on the basis of the already
trained model receives a vector representation,

Subcorpora size and hashtags

then, to conduct clustering, the dimensionality of
vectors is reduced, finally, in the last stage, when
the documents are already clustered, based on
the standard tf-idf measure, the topics themselves
are extracted from the clusters — lexemes or word
forms that have the highest weight for these texts
[Grootendorst, 2022]. In other words, each topic
suggested by the model represents a group of
words which are statistically relevant for the text
or text collection. Word forms entering the same
group are called its “terms”.

We used the Uniform Manifold Approximation
and Projection model to reduce the dimensionality
of the vectors, and the Hierarchical Density-Based
Spatial Clustering of Applications with Noise method
to cluster word forms.

The results of the topic modeling (topics,
terms and their weights, as well as similarity
matrices and distances between topics) of the
texts of each of the eight emotional classes were
compared with each other, and the results of the
comparison were interpreted.

Results and discussion

Low Degree of Topical Granularity:
Anger, Distress and Excitement

Despite the rather large size, compared to
the other subcorpora, the subcorpus of “angry”
texts allowed the model to identify only three
topics (see Fig. 1).

The first topic contains a typical gist for the
posts of this group — pissing off people who...
(OecsT romu, koropsie...); the second reflects the
negative attitude of people living in Russia towards
those who live or want to live, or pretend to live
abroad; finally, the third topic represents the word
forms that reflect the intensity of feeling the

Subcorpus Size in tokens Hashtag
Anger 131 564 #Iloncnymano BECUT
Disgust 45 868 #Iloncnymano Qyy
Distress 56 470 #IloncayniaHo OAMHOYECTBO
Enjoyment 85117 #IlopciymaHo cyacTbe
Shame 70232 #Iloacyymano CTBIIHO
Excitement 184 074 #Illopcnymano ycmex
Surprise 288272 #Iloxcnynano HaOMIOIEHUS
#lloncnymaHo WITIOCTpaIUs
#IloacnyniaHo CTpaHHO
Fear 230 730 #llonciaymano cTtpamHo
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emotion of anger: obscenisms, interjections,
invectives.

From the subcorpus of “sad” texts it was also
possible to extract only three topics (Fig. 2): the first is
related to the idea of the finitude of time, the second —
to the idea of loneliness, and the third — of love.

Even two topics were found by the model
in the subcorpus of texts, showing the excitement
(Fig. 3) despite the fact that this, as well as the
subcorpus of “angry” texts, is one of the largest
subcorpora in the sample.

The first topic manifests the idea of time,
while the second is related to effective weight
loss. Interestingly, this subcorpus represented a
variety of situations that evoked the emotion of
elation-not just those related to long-awaited
weight loss (examples 1-2), but the model
apparently had difficulty to cluster them:

(1) I'teach a foreign language. I was invited to
lead a group of eight people in a foreign language
studio; I came — and there are all men and guys.
All good-looking, intelligent, educated, and all

Topic O

370 POCCHM
Becut HHBY
GecaT pYCCKMA
noan

KOTOpbie
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unmarried! I am ugly, fat, short, unremarkable and
unattractive absolutely; I do not know what happened,
but all the students come to class with a perfectly
prepared homework, dressed with a needle, smelling
of perfume, stretching their hands, want to answer,
and the fourth student asked me out. At home there
are bouquets from two other students. Either it’s the
magic of the German language, or I don’t even know...

S npenoparo MHOCTpaHHBIN A3bIK. MeHs npu-
DJIACHIM PYKOBOIUTH IPYIIION U3 BOCBMH YEJIOBEK B
CTyIUM MHOCTPaHHBIX S3BIKOB; s IPHILIA — a TaM
CIUIOIIb MYXYHHBI U IapHU. Bce kpacusble, ymMHBIE,
oOpa3oBaHHEbIE 1 Bce HexeHaTble! S HekpacuBas, TONl-
cTas, HU3Kopocias, HU4eM He IIpuMedaTesnbHas U ab-
COJIIOTHO HENpHBJIEKaTeNIbHAs; 5 HE 3HAIO0, YTO CIIydH-
JI0Ch, HO BCE YYEHHKH IIPUXO/AT HA YPOK C HAEATIBHO
HOATOTOBJICHHBIM JIOMAlllHUM 3aJlaHHEeM, OJIEThIE C
UTOJIOYKH, NMaxXHYIIUE AyXaMH, NPOTATUBAIOT PYKH,
XOTSAT OTBETHTh, U YETBEPTHIN YUEHHUK NPUITIACHII MEHS
Ha cBuaHue. JloMa MeHs >KAyT OyKeThl OT ABYX APY-
THX CTYIEHTOB. To JI1 3TO BOMIIEOCTBO HEMELIKOTO SI3bI-
Ka, TO JIM 5 la’Ke He 3HAIO...

(2) My wife gave me a ticket to the World Cup
finals. She bought it long beforehand, as a surprise.
She gave me halfmy salary, poor thing. Now my wife,

Topic 1 Topic 2

-

NoXyaeTs -

0 0.05 0.1 0.15 0.2

Fig. 3. Topics and terms of texts manifesting the emotion of excitement
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father-in-law, and mother-in-law and I are flying to
Hawaii. A fan from France bought my ticket for
100 times the price! I love my wife. And I never liked
soccer.

Mos xeHa mojapuia MHe Ouiier Ha (puHAN
Yemnuonara mupa. OHa Kynuiia ero 3aJ0Jro 10
3TOTO, B KaUueCTBE croprpu3a. benHskka, oHa OT-
Jlana MHE MOJIOBUHY Moel 3apmiaThl. Ceifuac Mbl
C )KEHOH, TecTeM U Teluel neTuM Ha I'aBaiin. bo-
neapuk n3 Opannun kynuia Mmoi 6uiter B 100 pas
nopoxe! S mobnro cBoro xeny. I MHe HuKOTOa
He HpaBuics GpyTooI.

Middle Degree of Topical Granularity:
Disgust, Fear, Shame

The opposite of the previously analyzed case
situation is observed in modeling the subcorpus
of “disgusting” texts: although they are the
smallest in volume, they allowed the model to
extract 9 topics.

Among them predictably well stand out
topics related to the physiological and bodily
spheres (Fig. 4): toileting, washing the body and
hair, male-female relations, women of the
family, olfactory sensations, and body parts such
as the mouth.

The similarity matrix, by the way, shows that
this last topic (0) is very similar to all the other topics
that deal with the concepts of relationship of the
opposite sexes (Topics 4, 6, 7) (Fig. 5).

Topic 0 Topic 1
Bcé _ CAEnaTe -
KOTOPEIA _ BCE -

<

Op. Cp, Op. O
“0p," 0“0 00

Topic 4

eé S0M0CkH _
npuwna M=ITE _
MHORA BaHHY -
ckazana MOKICE —
0 0.01 0.02 0.03 0.04 aQ 0.02 0.04
Topic 8

o

0.01 0.02 0.03 0.04

In the group of texts manifesting fear
(Fig. 6), the model identified six topics: these are
topics connected with the subject “persons for
whom the fear is felt” (Topic 0 — mother), or the
place where the fear is usually felt (Topic 4 — the
bathroom and the toilet), or, actually, why the fear
is felt, its cause (Topic 1, 2, 5) — a car accident,
cancer, mental disorder.

At first glance, the weakly interpreted Topic 3
turns out to be more understandable with the help
of the similarity matrix: it is very similar to Topic O
(Fig. 7).

Thus, these two topics seem to develop the
same proposition — the fear that the dearest
person, the mother, may leave (mother, her,
very), the regret after her demise (why, you
know, come back).

The final emotion for this block is the emotion
of shame. In this subcorpus, which is small enough,
the model has revealed 9 topics (Fig. 8).

In their assemblage we can also identify a
number of components of the situation of
experiencing the shame: time (long ago,
not now — Topic 8; in school childhood — Topic 2),
participants of the shame situation (husband,
boyfriend — Topic 4), emotional reactions
(became very ashamed — Topic 3), internal
experiences (could not tell anyone — Topic 7),
objects with which the shame was associated —
for example, money (Topic 1).

Topic 2

Topic 3
Tyanet §
Tyanete
BaHHOM SOHRAET

YHMTA

Mory

Tyanerta BOHAKT

=}

0.02 0.04 0.06

Topic 6 Topic 7
paSoTaw napHemM _
NpYWEn MOZHAKOMMNECE —

MY HUMHE net _
METPO napeks m
yTpo JESYLLIKS _

0 0.01 0.02 0.03 0.04 a 0.02 0.04

Fig. 4. Topics and terms of texts manifesting the emotion of disgust
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Similarity Score
1

1_3To_ousHs_AyMarn

4_fesylWwKa_eé_npuwna

6_paboTar_npuwen_mMyxudnHa

7 _NapHeM_no3HaKoMunack_neT

8_mama_Dalywxa_net

0.75
2_TYaﬂET_TVBJ1eTe_BaHHOF|
0.7
S_OYW_S0n0Csl_MblTs,
3_=anax_3TO_BOHAET
0.65
3,
e
-,
. %
. ", ey, " ey a3, e Ty
y i
Tty ~ay.
Fig. 5. Similarity matrix for topics in texts manifesting the emotion of disgust
Topic 0 Topic 1 Topic 2 Topic 3
e N | wosrs [l oo I
0 0.01  0.02 0 0.05 0.1 0o 01 02 0.3 0 005 0.1 0.5
Topic 4 Topic 5
e
BaHHOM _ paccTpoicTzo -
BaHHYW - MNCUX0= -
Oy - MaHWakKaneHOo -
TyaneTe - MOogi -

=}
(=]
-
o
ra
o
o
-
o
=]

Fig. 6. Topics and terms of texts manifesting the emotion of fear
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Similarity Score
i

Fig. 7. Similarity matrix for topics in texts manifesting the emotion of fear

Topic O
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0 0.01 0.02 0.02

Topic 4
0 0.01 0.02 0.03

Topic 8

[=}
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nopRaxe

CAenaTh

onvMMnuage

Topic 2

(=1

[=]

=1 o o o
o o o (=]
= MW R

Topic 6

0.01 0.02 0.03

DYEHE
nuzaeL
370

cTano

ereavo

Topic 7
- EEEEEEE
cMorna -
3TO -
0 0.05 0.1

Fig. 8. Topics and terms of texts manifesting the emotion of shame
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The analysis of the similarity matrix showed
that Topics 5, 6, and 8 have the greatest similarity.
The map of distances between topics showed that
there are, in general, only two clusters: the first
cluster includes Topics 5, 6, 7, and the second
cluster includes all the others.

High Degree of Topic Granularity:
Enjoyment and Surprise

The subcorpus of “joyful” texts was also
easy to process for BERTopic model: 13 topics
were identified (Fig. 9).

The topics highlighted by the model are quite
harmoniously related: work (Topic 0), happiness
(Topic 1, 7), family (Topic 3), love (Topic 4-5),

A.V. Kolmogorova, Qiuhua Sun. Texts of Different Emotional Classes and Their Topic Modeling ————————

as well as more frequent reasons for happiness —
dental care (Topic 2), hair color (Topic 9), getting
rid of extra pounds (Topic 10), successful surgery
(Topic 11), birthday (Topic 12).

The distance between the topics (Fig. 10)
shows that they form four clusters: the cluster of
Topics 7, 1, 9 (happiness + hair color), the leftmost
cluster — Topics 5, 11, 8 (girl, surgery, pregnant),
the next — Topics 2 and 0, and the fourth — Topics 3,
4, 6, 10 (family+love+flat+weigt loss).

The similarity matrix shows that Topics 2,
5, 7,9, 12 are the most similar, which seems to
reflect the most frequent reasons for happiness:
love, changes in hairstyle, birthday.

The largest number of topics was highlighted
by the model on the corpus of “surprising” texts

having an apartment (Topic 6), pregnancy (Topic 8), (Fig. 11).

Topic O Topic 1 Topic 2 Topic 3
pabotana _ CuUacTEA - SpekeTel _ MY H —
HMZHE - 3TO - net _ neTei _
ropog - Taxoe - pewun _ MyHEM _

4] 0.01 0.02 0.032 o 0.05 0.1 g QGO\S.QO_{ q{__‘,)& ] 0.01 0.02 0.03
Topic 4 Topic 5 Topic 6 Topic 7
cxazan _ net _ KEBapTvpe CUaCTEA _
gnodunacs _ Marma _ paboTan CYaCTEE _
ECTPETHAA - cKazana - KSapTvpa UYBECTBO _
(=T = o o o o 0.01 0.02 0.03 0 0.02 0.04 0.06 0 0.010.020.030.04
2 8 8 ¥
Topic 8 Topic 9 Topic 10 Topic 11
BMecTe - Kamabin - naxHeTt - onepaumM _
poguna - 3TO - coGoiH - coenana _
4] 0.02 0.04 0.06 0 0.020.040.060.08 o o o o o o o o o o
288 ¢ 28 88
Topic 12
_WNNKCTpaumMs _
AEHEMM -
pOXOEHMA -
nogapwn -
nogapox -

[=]
[=]
[}
ra
[=}
=]
5
e
[}
=3}
(=]
o
@

Fig. 9. Topics and terms of texts manifesting the emotion of enjoyment
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-

D1

@

Topic 0

I ' I ! I '
Topic 0 Topic 2 Topic 4

Topic 6

P

! I ' I ' I
Topic 8 Topic 10 Topic 12

Fig. 10. Intertopic distance map in the subcorpus of texts manifesting the emotion of enjoyment

Note that compared to the previous
subcorpora, these topics proved difficult to
interpret, but even here we can identify ideas of
family (Topic 4), relationships with the opposite
sex (Topic 8, 9, 10), fear (Topic 14), shopping
(Topic 12), preferences in smells and tastes
(Topic 5), and own opportunities (Topic 2).

As the analysis of the similarity matrix
showed, Topics 0, 1, and 2 are the most similar to
each other — they are related to one proposition,
which can be briefly characterized as overcoming
oneself: “I thought it would not work, I cannot, but
then I started doing it and everything worked out”.

As for the distances between topics
(Fig. 12), the model identified three clusters.

Topics 0, 3, 6, and 4 were in the first cluster;
Topics 9, 8, and 10 were in the second cluster;
and all the others were in the third cluster.

Conclusion

The experiment on the application of the
neural network model of topic modeling to the

—— () 8

pool of emotional texts from social networks
allowed us to draw several conclusions.

Firstly, from the point of view of texts’
affordances for clustering we can distinguish three
groups of emotional texts: “angry”, “sad” and
“excited” texts cause difficulties in clustering, so
they have maximum 3 topics; “shameful”,
“terrible” and “disgusting” are clustered relatively
well — 8-9 topics are identified; finally, “happy”
and “surprising” are easily clustered — 12—
15 topics.

This observation provides us not so much with
some technical information about the specificity of
BERTopic, as with the structure and semantics of
the texts of different emotional classes. Apparently,
it is worth talking about the correlation between
the degree of thematic granularity of the texts and
the nature of the emotions they are meant to
convey: low, middle and high.

Secondly, the topics selected by the model
really reflect the specificity of emotional
experiences and can be used in the future as
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Fig. 11. Topics and terms of texts manifesting the emotion of surprise

attributes for the emotional classification, for the
automatic detection of emotions in the texts of
social networks.

Third, in the experiment conducted, the
hypothesis that there is a correlation between the
emotion expressed in the text and the nature of
the thematic content was generally confirmed.
Despite the fact that a number of topics are
“cross-cutting” (e.g., the topic of weight loss is
characteristic of both excitement and joy
subcorpora, and the topic of relations with the
opposite sex is characteristic of happiness, shame,
and disgust text classes), the majority of topics
are specific (e.g., the topic of time gone is
characteristic only of shame text class, and the

topic of gastronomy preferences is characteristic

only of surprise class).

Thus, we can conclude that the use of
the method of topic modeling is a relevant way
to describe the specificity of semantics, the
thematic deployment of texts of different

emotional classes.

NOTE

! The article was prepared based on the materials
of the project “Text as Big Data: Methods and Models
of Working with Big Text Data”, which is carried out
within the framework of the Fundamental Research
Program of the National Research University Higher
School of Economics (HSE University) in 2024.
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