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Abstract. The study advances Crossmodal Alignment Framework to explore multimodal discourse in its
three formats — semiotic, communicative and perceptive — via multimodal experiment. It considers the alignment
patterns obtained from two semiotic modes (text and image), transferred in two communicative modes (speech
and gesture), sensed by two perception modes (visual and audial). The common research framework determines
the patterns as modulated by discourse tasks. The study features the results of multimodal experiments with the
participants engaged in three discourse tasks: 1) receptive, which presumes obtaining information from text and
image stimuli; semiotic alignment patterns are identified indirectly via participants’ gaze response; 2) productive,
in which the participants communicate the information in monological format; communicative alignment patterns
are identified directly via their speech and gesture; 3) receptive-productive, which presupposes the participants
perceive information visually and audially; alignment patterns are identified directly via participants’ gaze behavior
contingent on the stimuli areas of interest and indirectly via their speech response. Data analysis allows to
determine and scale the degree of crossmodal alignment to discourse tasks, which helps identify the input of
each mode to solving these tasks. The research framework and obtained results contribute to further development
of multimodal discourse methods.
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IKCIIEPUMEHTAJIBHBIE METO/Ibl UCCJIEJOBAHUSA
MYJIBTUMOIJAJBHOI'O JUCKYPCA: KPOCC-MOJAJIbHASI AJANITALIUS !

Mapusa UBanoBHa Kuoce

MocKkoBCKHI TOCYTapCTBEHHBIN JIMHTBUCTHYECKUN YHUBEpCUTET, I. Mocksa, Poccust;
Hucrutyr s3eiko3Hanust PAH, . Mocksa, Poccus

Bagum Oaerosuu ITorexun

Jumnomarnyeckas akagemus MU Poccun, . Mocksa, Poccus;
MockoBcKHi TOCyIapCTBEHHBIN TMHTBUCTUYECKUI YHUBEpcUTeT, I. Mocksa, Poccus

Oaer JImutpueBud 3yO6KoB

MockoBCKHi TOCyIapCTBEHHBIN TMHTBUCTUYECKUI YHUBepcUTeT, I. Mocksa, Poccus

Annoranus. MccrenoBanue HalleneHo Ha pa3paboTKy METOI0IOTHH KPOCC-MOJAIbHOM alanTaliuu ISl 9KC-
MIEPUMEHTAIILHOTO W3y4eHHs MYJIBTUMOAJIEHOTO JIUCKypca B TpeX (hopMarax ero peaju3alii: CEeMHOTHUECKOM,
KOMMYHHUKaTUBHOM M MEPIENTHBHOM. V3yueHnIo oqBepraroTcsi 0COOEHHOCTH KOHCTPYHPOBAHUS AUCKYPCUBHON
nH}popMaIyy, Moay4yaeMoi U3 JIByX CEMUOTHYECKHX MOJAJILHOCTEH (TEKCTa M M300pa)KeHHs), TPAHCIUPyeMOi
JIBYMSI KOMMYHUKAaTUBHBIMH MOJIQIBHOCTSIMU (PEUH U JKeCcTa), BOCHPUHUMAEMOM TBYMS EPLEITUBHBIMU MOJIAJTb-
HOCTSIMH (BH3yaJILHOM U CITyx0Boi1). O011ee METOIONOTHYECKOE PEllleHHE IS MX aHAJIN3a 3aKIII0YaeTCs B yCTaHOB-
JICHUH MOJIeNell alanTaliy 3TUX MOAAJIbHOCTEN K IMCKypPCUBHBIM 3a/1a4aM. MaTepruaioM SBISIOTCS PE3YJIbTaThl
TPEX IKCIIEPUMEHTOB, B XO/I€ KOTOPHIX YYaCTHUKH PELIajii TP TUCKYPCHBHBIE 3a/1a4u: 1) pelenTHBHYIO — N3BJIeYe-
HHe HH(OPMAIIMHU 13 TEKCTa U H300paKeHNMs1; OLICHKA aJIalTallik OCYIIECTBIISUIACH Yepe3 OTKIIUK Ha Hee B II1a30/IBU-
raTeibHOM MOBEICHNH; 2) MPOIYKTHBHYIO — IIepeaady HHPOpMAaIMi B MOHOJIOTHYECKO KOMMYHHUKAIIMH; OLIEHKa
aZlanTalnyy OCYIIECTBIIACH C TIOMOIIBIO PEYH M JKecTa; 3) OJHOBPEMEHHO PEUENTHBHYIO U MPOAYKTUBHYIO —
nepenavdy “HQOpMAaIINHU, U3BJIEKaeMOI BU3YaIbHO M Ha CIIYX; OLIEHKA aJlalTalliK OCYIIECTRISIACh B TIIa30/[BUTa-
TEJILHOM ITOBEJIEHNH, CONPSHKEHHOM C 30HAMH MHTEpPECa CTUMYJA, U B peYH — Yepe3 KOMMYHUKATUBHYIO MOJIAJIb-
HOCTbB, CME@XKHYIO CO CITyXOBOH MEpPIENTHBHOW MOIAIbHOCTHI0. AHAIIN3 MOTYYEHHBIX JaHHBIX ITO3BOJISIET YCTaHO-
BUTH U PAHXXKHPOBATH CTEIEHb KPOCC-MOAAIBHOMN alalTalliK K TUCKYPCUBHBIM 3a/1a4aM, 4TO B CBOIO OYepeIb Orpe-
JIeTISIeT POJib KasKA0H MOJAJIbHOCTH B UX pelieHuH. [lomydeHHbIe pe3yibTaThl BHOCST BKIIaJ B PAa3BUTHE MYITBTUMO-
JTANIBHOM TUCKypCOJIoruy. MeTooI0rust Kpocc-MoAaibHOM aganTanuu pazpadorana M.M. Kuoce; smnupuueckue
pe3yibTathl mony4eHsl 1 oopaboranst M.M. Knoce (peuentuBHas 3anaqa), B.O. [TorexuHbIM (TIpoayKTHBHAS 3312~
ya), O./1. 3yOKoBBIM (pelleNTUBHO-POAYKTHBHAS 33/1a4a).

KaroueBsbie cjioBa: MyI5THMOAATIBHBINA SKCIIEPUMEHT, KPOCC-MOAIbHAS alalTalys, AMCKypCUBHas 3a/1a4a,
KOHCTpyHpOBaHUE HH(OPMAIINH, CEMUOTHYECKast MOJAIbHOCTh, KOMMYHHKATHBHAS! MOAJIbHOCTD, MEPIICTITUBHAS
MOJAJIBHOCTh, ITATTEPHBI COTNIACOBAHMUSL.

Hurupoanune. Kuoce M. U., I[Torexun B. O., 3yoxoB O. J[. DkcriepuMeHTaIbHBIC METOIBI HCCIICIOBAHUS
MYJIBTHMOJIATBHOTO IUCKypCca: Kpocc-MofaibHas anantanys / BectHuk Boirorpaackoro rocyiapcTBeHHOIO yHHU-
Bepcureta. Cepus 2, SA3piko3Hanue. —2024. — T. 23, Ne 5. — C. 149-160. — (Ha anrn. s13.). — DOI: https://doi.org/
10.15688/jvolsu2.2024.5.12

Introduction

Multimodal studies offer insights into exploring
different types of modes. The first direction
developed mostly in Systemic Functional Linguistics
addresses the use of semiotic modes analyzing both
verbal and nonverbal means of communicating
information [van Leeuwen, 2022]. The second
direction relates to the application of communicative
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modes like speech and gesture [Cienki, Iriskhanova,
2020; Iriskhanova, 2021] appealing to McNeill’s
theory of growth points [McNeill, 2006] which
reveal the cognitive nature of interaction in
communicating information. The third direction,
which is less considered, explores the alignment of
perceptual modes, mostly aural and visual in
information intake [Divjak, Milin, Medimorec,
2020]. These three directions are commonly
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developed independently due to different nature of
modes. Meanwhile, experimental studies of
multimodal discourse face an urgent need to consider
the interrelation of different mode types, i.e.
crossmodality. Until recently, the methods to explore
the crossmodal alignment have been developed to
solve single research tasks [Keller et al., 2023],
which means that the procedure applied in one
research case cannot be adopted to deal with another
case. We presume that advancing a common
research framework to explore the alignment of
different mode types can solve the problem on a
systemic basis.

The assumption which underlies Crossmodal
Alignment Framework is that mode alignment is
dependent on the discourse tasks which
conceptionally and pragmatically motivate it and
which consequently may serve as the growth
points [McNeill, 2006] driving information
construal. Their discourse markers in speech and
gesture can be directly observed in communicative
behavior which allows to determine the alignment
patterns. Meanwhile, the alignment of semiotic
and perceptual modes or of perceptual, semiotic
and communicative modes cannot be observed in
this way. In [Divjak, Milin, Medimorec, 2020], for
instance, the gaze behavior of experiment
participants was observed contingent on the three
areas of interest on the stimulus, while the
participants were subjected to aurally presented
information. In this case, the alignment was
attested by using the gaze behavior metrics (rather,
its changes), mediated by event construal in aurally
presented language and in the visually presented
stimulus, which means that the alignment of visual
perceptual mode with aural perceptual mode was
attested indirectly via communicative mode
(speech). Similarly, in [Kiose et al., 2023] the

Table 1. Crossmodal Alignment Framework
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alignment of semiotic modes, text and image was
explored via the foregrounding features in event
construal which mediate the gaze behavior of the
viewers, thus in this case semiotic alignment was
attested indirectly via perceptual mode.
In [Chernigovskaya, Petrova (eds.), 2018] the
results of multiple experimental studies are
presented, where the participants’ gaze behavior
served to identify the alignment of text and image
grounded on specific language features and specific
features of image like colour and shapes.

These observations allow to claim that
crossmodal studies presume that information
construal is multi-directional, representing
information and perceiving it, or representing,
perceiving and communicating (transferring) it,
which means that in case information construal is
bidirectional or multidirectional, we can identify
the crossmodal alignment patterns only indirectly,
via a concomitant mode. Consequently, alignment
identification can be explored in different discourse
tasks aimed at receiving/obtaining information and
producing/communicating/transferring it. This
observation serves to create the common research
framework for crossmodal experimental studies.
In Table 1 we present the discourse task
dependent on Crossmodal Alignment Framework
which allows to explore both direct and indirect
alignment patterns in experiments.

In this study, we address three types of
multimodality in the experiments where the use
of modes is stimulated by a discourse task —
receptive, productive and receptive-productive.
We expect that an integral view of multimodal
experimental research developed in Crossmodal
Alignment Framework will allow to determine and
scale the multimodal alignment patterns in
semiotic, communicative and perception modes.

Multimodality Identification | Discourse task Mode types Examples of modes
type regime

Semiotic Indirectly Receptive Via perception mode Gaze behavior

multimodality Productive Via communicative mode | Speech, gesture, dance, drawing

Communicative | Directly Productive Via communicative mode | Speech, gesture, dance, drawing

multimodality Indirectly Receptive- Via semiotic mode Text, stative image, dynamic
productive scene
Receptive Via perception mode Gaze behavior

Perceptual Directly Receptive Via perception mode Gaze behavior

multimodality Indirectly Receptive- Via semiotic mode Text, stative image, dynamic
productive scene
Productive Via communicative mode | Speech, gesture, dance, drawing
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Materials and methods

To verify the Crossmodal Alignment
Framework, we use the data obtained in three
experimental studies testing semiotic,
communicative and perception multimodality in
receptive, productive and receptive-productive
discourse tasks.

Experiment 1. Receptive discourse task

In Experiment 1 we determined the patterns
of semiotic alignment in text and image areas of
interest via the gaze behavior. Fifteen students
were instructed to examine five stimuli on the
computer screen (each stimulus for 15 sec, SMI
red-x eye tracker was applied) and then to present
a detailed account on the extracted information
during the next 30 sec (blank page was
demonstrated on the screen); therefore, they were
subjected to a receptive task followed by a
productive task (not related here). We presumed
that in a receptive task the participants might be
attracted to most foregrounded features of the
stimuli, therefore, we addressed the typologies of
foregrounding cues [Iriskhanova, 2014; Kiose
et al., 2023]: 1) verbal mode cues of Graphic and
orthographic foregrounding and Linguistic
foregrounding, 2) pictorial mode cues of
Foregrounding in image technique and
Foregrounding in image colour.

Figure 1 manifests a fragment of stimulus 62
which was segmented into text areas of interest
AOI 001 — AOI 007 and image areas of interest
AOI 014 — AOI 018.

In terms of Graphic and orthographic
foregrounding in text, all text AOIs are in capital

gof Ty A
3 ‘5'*@*22‘9?: *966\*‘* ' NATPAKEMMA M NPOUWAX
4."\"\0 00“ nNoCeAsM-

CNAOWHOM BOEHHBIA CTAH.

font, in AOI 3 the word stress is additionally
introduced, AOIs 1-3 contain non-standart
orphography in Tumogeuua, Moxeuua, Ilampu-
xeuua (intead of Tumogeesuua, Mokeesuua,
Iampuxeesuua), AOIs 1 and 5 start with an
interval, all AOIs apart from AOI 3 contain
punctuation marks. In terms of Linguistic
foregrounding, AOIs 2, 3, 6, 7 are phonetically
foregrounded containing rhyming words.
Morphological and lexical foregrounding is
observed in several cases. AOIs 1-3 contain
proper names, AOIs 1-3 manifest occasional
word formation (which complies with non-standart
orphography), AOIs 1, 2, 3, 5, 7 manifest different
types of code-shifting (shifting to professional
military terminology in moburusayus, cmaw,
shifting to personalization by using proper names
for animals). AOIs 4—7 manifest the use of
expressive language and lexical tropes in noce-
s (archaic word), moburuzayus (metaphor),
nHayust (metaphor), éoennwiti cman (metaphor).
Syntactic foregrounding is observed in the use of
mononuclear sentences and coordinate terms.
In terms of Foregrounding in image, AOI
14 manifests object detalization and intense colour
regime, while AOIs 15-17 do not.

Overall, 15 verbal mode cues of Graphic
and orthographic foregrounding and 13 verbal
mode cues of Linguistic foregrounding in text
AOIs were attested. In image AOIs 11 pictorial
mode cues of Foregrounding in image technique
and 6 pictorial mode cues of Foregrounding in
image colour were attested. To explore the
effects of foregrounding cues onto the gaze
behavior, the gaze measures Fixation Duration
and Pupil Dilation were considered since the
first is affected by information processing and

SCAOL 0067
AOCL 014

Fig. 1. AOI segmentation. Stimulus 6 (fragment)
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the second with attention distribution
[Chernigovskaya, Petrova (eds.), 2018;
Prokofyeva, 2018; Kutlubaev et al., 2023].
Therefore, we identify the alignment patterns
scaling the effects of semiotic foregrounding
cues in text and pictorial stimuli areas of interest
onto their gaze perception.

Experiment 2. Productive discourse task

In experiment 2 we directly determined the
patterns of communicative alignment in speech and
gesture. We collected film footages of multimodal
behaviour elicited from 22 subjects (participants’
written consents to use their image, video and
behavioral data in scientific publications were
obtained), transcribed and annotated for speech
and gesture. The visual stimulus (VR-augmented
dynamic scene based on themes of Van Gogh’s
“Starry Night” and “Bedroom in Arles”) allows
for information construal in three deictic
dimensions: temporal deixis concomitant with
narrative discourse passages, spatial deixis
concomitant with descriptive discourse passages,
and personal deixis concomitant with expository
and argumentative discourse passages. During the
productive phase of the experiment, the subjects
(no longer exposed to the stimulus) were instructed
to relate their watching experience to an interested
partner. To identify the presence of a narrative,
we used the discourse schemata of this type
[Mandler, Johnson, 1977], which are setting,
initiating events, characters’ goals, attempts towards
goals, and outcomes. Description is characterized
by such discourse schemata as [MacSaveny, 2010]
description/explanation, background information,
elaboration, exemplification. Schemata typical of
exposition warrant reason and come down to
[Nippold, Scott (eds.), 2010] viewpoint formulation,

Gesture:
deictic

Speech:
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viewpoint presentation, compare — contrast, cause —
effect, and problem — solution. Argumentation
necessitates justification with the following set of
discourse schemata [van Eemeren, 2010]:
standpoints at issue, starting points of discourse,
argument advance, and outcome presentation. For
instance, the narrative discourse schema
ATTEMPTS TOWARDS GOALS can be
manifested in verbs denoting movement, as in no-
MoM Mbl HOBEPHYIUCH, HO B0BHYMPL Mbl He 603-
epawanuce // afterwards we turned around, but
never got back inside; the use of a rhetorical
question can introduce the expository schema
VIEWPOINT FORMULATION as in Kak onu
Hazvlearomea?.. 33.. HY, CHUHKU Kposamu... //
What do you call it?.. Hmm.. you know, the back
of the bed...

In terms of gesture, we considered four
gesture functions as outlined in [Iriskhanova et al.,
2023]: pragmatic (discourse structuring),
representational (denoting shape, size, form), deictic
(denoting direction), and adaptive (self-oriented
movement). Figure 2 shows the co-occurrence of
speech and gesture during the delivery of the
discourse task by the subject.

We directly explore speech and gesture
behavior (communicative multimodality) modulated
by the discourse task of information transfer in
monologue communication. Since narration is used
to relate events, places, and characters, typically
it is representational gestures that are found to be
more frequent in accompanying narrative
passages. We also expect adaptors to accompany
instances of discourse hesitation frequently
concomitant with relating expository and
argumentative passages [Iriskhanova et al., 2023].
Therefore, in the present experiment we expect
to scale discourse task effects onto gesture
production specifying gesture types distribution.

Mbl GblIemaeM U3 KOMHAmMbL U ogudicemcs K nedy / we re flying
out of the room and are moving towards the sky

Fig. 2. Deictic gesture with the ATTEMPTS TOWARDS GOALS narrative discourse schema
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Experiment 3. Receptive-productive
discourse task

In experiment 3, we determined the patterns
of perceptual alignment in visual and aural modes
to a certain degree via the semiotic mode (areas
of interest in the stimulus) and via communicative
mode (speech produced on perceiving aurally
presented information). The participants were
engaged into a professional activity of remote
simultaneous interpreting implying both
comprehension and production [Keller et al., 2023]
which is a highly demanding receptive-productive
discourse task [Cienki, Iriskhanova, 2020;
Gavrilenko, 2023]. Fourteen participants were
subjected to the task with a visual stimulus present
which adds an extra layer for information
processing in interpreting [Yuan, Wang, 2023]
(SMI red-x eye tracker was applied). The visual
stimulus was a simulated popular science
conference given via Zoom videoconference
application with the overarching topic of “Green
energy”. Three areas of interest (AOIs) [Divjak,
Milin, Medimorec, 2020] were identified on the
screen: the speaker’s head (for facial
expressions), the Powerpoint presentation (for
visual information, such as numbers, proper
names, etc.) and the interpreters head, simulated
via a small standing mirror placed in front of the
monitor (Fig. 3).

Apart from the gaze duration in areas of
interest in the visual stimulus, we attest post-hoc
discourse modifications in speech (by contrasting
the discourse structure of original text and
interpreting text) following aurally/audially
perceived information. To scale the aural effects

e

in post-hoc discourse modifications in speech, we
presume that aural perception is modulated by the
productive discourse task the interpreter performs,
which is preserving the information in discourse.
Therefore, aural perception is explored indirectly
via a contingent communicative mode of speech.
Higher frequency of discourse modifications in
speech signifies that aurally perceived information
appears less significant for the interpreter. Applying
W.L. Chafe’s theory of “information packaging”
[Chafe, 1976], we identified seven types of
interpreter discourse modifications in speech, which
can then be subdivided into two groups: the first
comprises “Shift Changes™: 1) “New versus Old”;
2) “Contrast Focus”; 3) “(Un)certainty”;
4) “Subject”; 5) “Topic as Context”;
6) “Perspective”; the second group includes:
7) “Omissions”. In ...a variety of industrial
applications, like water desalination, enhanced
oil recovery, food processing, and so on and so
forth = ... mooxcem nomozamv ouumwams 600y
om conu u 6 opyzux uenax — the interpreter,
instead of listing the homogenous elements of an
original phrase, relates one of the positions and then
generalizes the rest. In This heat — also known
as thermal energy... = Dma mepmanvHas IHep-
eus, unu omonaenue... — the interpreter switches
the order new and old information is presented in,
which is supposedly done in order to evade a pause:
this reversal served as a way for the participant to
“find” the required equivalent in Russian.
Analyzing the eye and speech behaviour
patterns leads us to hypothesizing a potential
correlation between the three AOIs when it comes
to gaze dwell time and speech modifications. Since
we analyze contingency indirectly through two

Fig. 3. AOI Segmentation
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contingent modalities at once — through semiotic
(AOIs) and communicative (speech production),
a lower correlation result is to be expected.

Results and discussion

In this section, we present the results of three
experimental studies determining the scales of
crossmodal alignment of semiotic, communicative
and perception modes in receptive, productive and
receptive-productive discourse tasks.

Experiment 1. Receptive discourse task

To identify the foregrounding effects of each
semiotic modality onto gaze perception, we used
two gaze measures, pupil dilation known to be
sensitive to perception foregrounding effects and
fixation duration known to be sensitive to
information retrieval effects [Chernigovskaya,
Petrova (eds.), 2018; Kutlubaev et al., 2023].
We observed visible differences in pupil dilation
with higher dilation in image areas and higher
fixation duration in text areas. In Text, Average
Pupil dilation is 2.78 mm, Average Fixation
Duration is 159 ms. In Image, Average Pupil dilation
is 2.95 mm, Average Fixation Duration is 152 ms.

To establish the effects of (1) verbal mode
cues of Graphic and orthographic foregrounding
and Linguistic foregrounding, (2) pictorial mode

M.I. Kiose, V.O. Potekhin, O.D. Zubkov. Experimental Methods of Exploring Multimodal Discourse

cues of Foregrounding in image technique and
Foregrounding in image colour, onto pupil dilation
and fixation duration, we performed one-way
ANOVA tests separately for text and image AOIs
(Table 2).

We observe a significantly larger number of
graphic and orthographic foregrounding affecting
pupil dilation which allows to presume that these
cues relate to information perception rather that to
information retrieval. A small number of linguistic
foregrounding cues mediating pupil dilation suffices
to presume that these cues do not produce steady
increase on pupil diameter size since they do not
mediate perception. Importantly, out of 11 Pictorial
mode cues of Foregrounding in image technique
and 6 cues of Foregrounding in image colour none
was found to modulate fixation duration, whereas
4 cues of the first type affected pupil dilation. To
scale the effects, we contrast the Kruskal — Wallis
x> and p-values and range them from higher
(manifesting higher correlation) to lower. The scaled
effects are established as follows:

Foregrounding in text via pupil dilation: Graphic
and orthographic foregrounding

Foregrounding in image via pupil dilation:
Foregrounding in image technique > Foregrounding
in image colour

Foregrounding in text via fixation duration:
Linguistic foregrounding

Foregrounding in image via fixation duration: None

Table 2. Results of the one-way ANOVA (Foregrounding cues in text and image and gaze

behavior)

Gaze measures Fixation Duration

Kruskal — Wallis y? [df; p]

Pupil Dilation
Kruskal — Wallis y? [df; p]

Foregrounding cues
Graphic and
orthographic
foregrounding

5.17 [713; 0.023]

use of brackets and inverted commas

first letter capitalization4.32 [713; 0.038]

use ofitalics 16.9 [713; <.001]
use of brackets and inverted commas
4.27[713;0.039]
capitalization of a word 3.65 [713; 0.05]
non-standard orthography 4.55 [713; 0.033]
use of interval 13.6 [713; <.001]
exclamation or question mark
13.2[713;<.001]

Linguistic
foregrounding
3.63 [713;0.057]

use of proper names 6.33 [713; 0.012]
use of expressive language and lexical tropes

code-shifting 16.6 [713; <.001]

Foregrounding in None
image technique

collage technique 6.89 [625; 0.009]
non-standard technics 6.17 [625; 0.013]
non-standard stylistics 6.91 [625; 0.009]

style modulation 4.52 [625; 0.033]

Foregrounding in None
image colour

classical triad colour spectrum
6.91 [625;0.009]
colour symbolism 8.97 [625; 0.003]
colour effects 4.4 [625; 0.036]
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The results manifest that while fixation
duration is mostly susceptible to linguistic
foregrounding, the pupil dilation responds to
perception cues in both text and image. This
serves an additional evidence of pupil dilation
modulated by perception, attention distribution
and general activation [Kutlubaev et al., 2023],
and indirectly proves that gaze event duration
responds to cognitive linguistic construal which
underlies the use of linguistic foregrounding
[Kiose et al., 2023].

Experiment 2. Productive discourse task

To identify the alignment patterns of speech
and gesture manifested in discourse schemata in
speech and functional gestures, we used direct
identification regime. The results presented in
Table 3 were processed with Pearson-correlation
matrices and reveal the r-values (with p-values)
of discursive effects in speech onto the use of
gesture.

As expected, the analysis demonstrated the
contingency of discourse schemata distribution on
gesture use. These findings enabled us to establish
the alignment patterns of speech and gesture by
ranging Pearson’s r and p-values from higher
(manifesting higher correlation) to lower.
The scaled effects are presented below:

Narration and gesture: representational >
adaptive > deictic > pragmatic

Description and gesture: representational >
adaptive > deictic > pragmatic

Exposition and gesture: representational >
adaptive > pragmatic > deictic

Argumentation and gesture: adaptive >
representational > pragmatic > deictic

We had predicted that there would be
more representational gestures accompanying
narrative and descriptive passages.
Surprisingly, it also resulted in the most frequent
type of gesture in expository passages;
however, this could be explained by the fact
that expository discourse markers were often
embedded in narrative passages. Therefore,
there was an ongoing overlap between
representational gestures accompanying
narration and embedded exposition. Figure 4
illustrates the coincidence of the narrative
discourse marker expressed by the action verb
pacmseueaiomces | are stretched and the
embedded expository discourse marker
expressed by the linker mem ne menee /
nevertheless.

Adaptors were the second most frequent
gesture type in narrative, descriptive, and
expository passages and the first most frequent
one in argumentative passages. Nonetheless,
it might be somewhat premature to make far-
reaching conclusions about co-speech
alignment here as its contingency upon speech
functions was dismissed in [Iriskhanova et al.,
2023].

Table 3. Results of the correlation analysis (discourse schemata and gesture)
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Gesture types

Adaptive
Pearson’s r [df; p]

Pragmatic
Pearson’s r [df; p]

Representational
Pearson’s r [df; p]

Deictic
Pearson’s r [df; p]

Discourse schemata
Narrative

0.713 [20; <.001]

0.611 [20; 0.003]

0.788 [20; <.001]

0.678 [20; <.001]

Descriptive

0.826 [20; <.001]

0.580 [20; 0.005]

0.889 [20; <.001]

0.736 [20; <.001]

Expository

0.765 [20; <.001]

0.738 [20; <.001]

0.857 [20; <.001]

0.730 [20; <.001]

Argumentative

0.763 [20; <.001]

0.750 [20; <.001]

0.752 [20; <.001]

0.554 [20; 0.007]

¢

A

1]
-~
L i

Gesture:

Speech:

representational

OpOTOPIMK, TeM He MeHee, COXPAaHEHbI,
MOMEHT PACTATHBAIOTCS [0 J0Ma, KOTOPbIA HAXOAUTCS Mepen
Hamu] / the proportions are, nonetheless, consistent, or at some
point are stretched [up to the house in front of us]

WIM B KaKOWi-TO

Fig. 4. The use of a representational gesture with narrative and expository discourse markers
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Table 4. Results of the correlation analysis (modifications in speech and AOI)

Area of Interest

Slides
Pearson’s  [df; p]

Speaker
Pearson’s r [df; p]

Mirror
Pearson’s r [df; p]

Discourse Modification Type
New versus Old

—0.177 [10; 0.582]

~0.056 [10; 0.864]

0.486 [10; 0.109]

Contrast Focus

—0.284 [10; 0.371]

0.556 [10; 0.060]

0.289 [10; 0.362]

(Un)certainty

~0.369 [10; 0.237]

0.101 [10; 0.755]

0.263 [10; 0.410]

Subject

—0.329 [10; 0.297]

0.248 [10; 0.437]

0.323 [10; 0.306]

Topic as Context

~0.562 [10; 0.057]

0.038 [10; 0.906]

0.595 [10; 0.041]

Perspective

—0.062 [10; 0.848]

0.547 [10; 0.066]

0.217 [10; 0.497]

Omissions

—0.232 [10; 0.468]

0.123 [10; 0.702]

—0.018 [10; 0.956]

Experiment 3. Receptive-productive
discourse task

To identify the alignment patterns of perceptual
modes, visual and aural, we used indirect
identification regime. Visual mode was attested as
contingent on a semiotic mode (fixation duration in
3 AOIs) while aural mode was explored via a
contingent communicative mode of speech
(discourse modifications). The results presented in
Table 4 were processed with Pearson-correlation
matrices, revealing the r-values (as well as p-values)
of gaze effects in AOIs onto aural mode via a
contingent communicative mode of speech.

The results demonstrate low contingency of
discourse modification distribution on gaze
behaviour. We presume that this is due to the fact
that we analyzed contingency indirectly through
two modalities at once — semiotic (AOIs) and
communicative (speech production), thus it led to
low values, which we had predicted. However,
the results suggest the crossmodal explanation for
the discrepancies in the use of speech and gesture
in simultaneous interpreting found in [Cienki,
Iriskhanova, 2020]. Nevertheless, scaling the
significant or near-significant effects (ignoring the
others, given their non-significant p-values) allows
to obtain the following:

Visual perception via semiotic mode and Aural
perception via discourse modifications in speech:

Slides AOI and modifications: Topic as Context

Speaker AOI and modifications: Contrast Focus

Mirror AOI and modifications: Topic as Context >
New versus Old

The results manifest that “Topic as Context”
modifications’ p-values in AOIs of Powerpoint
slides and the Mirror are close to 0.05 (0.057 and
0.041 respectively), Pearson’s r-values are similar,
but one is negative, while the other is positive.

Science Journal of VoISU. Linguistics. 2024. Vol. 23. No. 5

This observation allows to claim that
modifications of topical information were seldom
used in cases where participants paid close
attention to the information presented on the
screen, and conversely, were quite frequent
during the periods of time when the participants
looked at themselves in the mirror. The results
suggest that enhanced visually and aurally
perceived information leads to significantly lower
modifications, whereas the lack of visual
perception led to more modifications during the
interpreting task.

Considering the results of three studies, we
can identify the allowances and constraints of
Crossmodal Alignment Framework. Communicative
multimodality is subjected to direct observation
[Iriskhanova, 2021]; consequently, the alignment
patterns can manifest high contingency values (there
is an overlap between gestures accompanying
different speech patterns), which may mean that
significant differences in the use of gestures with
speech will be less frequently observed. Semiotic
multimodality can be explored in receptive
discourse tasks in its perception, which explains
the efficiency of the studies determining the
participants’ gaze behavior in examining image
and text semiotic multimodality [Chernigovskaya,
Petrova (eds.), 2018; Kiose et al., 2023]; still the
contingencies are less frequently observed and
can be explained by the differences in perception.
Semiotic alignment can also be identified via
productive discourse tasks in communicating
priorly visually perceived information, for instance
in speech [Potekhin, 2023]; in this case
contingencies will be expectedly lower being
mediated by both perceptual and communicative
modes. Perceptual multimodality can be explored
as modulated by what people see (visually
perceive) and what they relate in speech (audially
perceive) — via the participants’ gaze behavior
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modulated by the areas of interest on the
visual stimulus in the semiotic mode and via
the participants’ productive speech modulated
by audially perceived information [Divjak,
Milin, Medimorec, 2020]. In this case, the
contingencies will be highly mediated by other
modes input.

Conclusion

The study advances Crossmodal Alignment
Framework which allows to explore the alignment
patterns of semiotic, communicative and
perceptual modes on common ground — via the
discourse tasks, perceptive and productive.
Assuming that the use of modes is controlled by
cognitive growth points, the study takes this idea
further to hypothesize that discourse tasks serve
the cognitive growth points to determine the
crossmodal alignment.

To attest to it, the study reports the results
of three experiments which identify multimodal
alignment patterns modulated by different
discourse tasks — a receptive task in examining
image and text, a productive task in discourse
information construal using speech and gesture,
and a receptive-productive task in visual and audial
information perception and its further transfer in
speech. In the study, we determined (1) the
patterns of gaze behavior (fixation duration and
pupil dilation) modulated by foregrounding in text
and image, (2) the patterns of functional gesture
modulated by discourse schemata of narration,
description, exposition and argumentation, and
(3) the patterns of gaze behavior in the stimuli
areas of interest and discourse modification
in speech of aurally perceived information.
Additionally, we scaled the mode effects within
ecach alignment pattern. Alignment of
communicative modes (speech and gesture)
appeared to manifest strong correlations, while
alignment of semiotic modes explored via
perceptual mode (gaze) produced lower
contingencies and alignment of perceptual modes
attested via semiotic and communicative modes
displayed the lowest values. Although we found
that indirect observation of mode alignment
invariably leads to lower contingency effects of
the modes, the results prove to be even more
significant due to steady character of this
contingency.
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Overall, the study showed that examining
the relations of different modes — semiotic,
communicative, perception — is possible via direct
and indirect observation. Crossmodal Alignment
Framework allows both identifying their alignment
patterns and scaling the contribution of each
mode. Expectedly, the framework will allow to
attest the input of each mode in operating different
discourse tasks which is of particular importance
in professional discourse and in mediated
communication.

NOTE

! This research is part of the projects “Multimodal
research of the speaker’s communicative behavior in
different discourse types” (075-03-2020-013) carried out
at Moscow State Linguistic University and “Kinesic
and vocal aspects of communication: parameters of
variance” (FMNE-2022-0015) carried out at the
Institute of Linguistics RAS.

2 The samples taken from repositories served as
the research data. The authors of the publication may
not share the opinion of the authors of these open
access internet samples.
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